Capturing the essence of a metabolic network: A flux balance analysis approach
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1. Introduction

Flux balance analysis (FBA) is a constraint-based approach suitable for studying the range of possible phenotypes of a metabolic system (Edwards and Palsson, 1999, 2002; Förster et al., 2003; Kauffman et al., 2003; Varma et al., 1993). Despite this declared intent, it is common practice to rely on one single optimal solution (usually the first one found) for further studies on the system under investigation (Fell and Small, 1986; Ramakrishna et al., 2001; Savinell and Palsson, 1992), even though it is well-known that FBA problems generally have many more than one equivalent solutions that all satisfy the optimality criteria – a behaviour of the system that is known in optimization as degeneracy. Available software packages and optimization solvers do not typically find alternate optima, but stop after the first solution is found. This solution is then treated as representative of the pattern of flux in the real system, but no computational or biological evidence actually supports this arbitrary choice. In order to make the simulated phenotype more representative of reality, a common approach is to reduce the feasible space of solutions by enriching the system with additional information (i.e. constraints) retrieved from experimental measurements (Bonarius et al., 1996; Llaneras and Picó, 2008; Varma and Palsson, 1994). These may refer, for example, to the maximum activity of the enzymes catalysing the different reactions in the network or even to the current value of certain fluxes under the conditions considered. Moreover, in order to guarantee the feasibility of the solutions, reaction thermodynamics is often included in FBA by imposing additional non-linear constraints describing energy balance with the chemical potential (Beard et al., 2002, 2004).

In the original formulation of FBA, only topological and stoichiometric information is considered, while the dynamic aspects of the system are neglected. The topology and stoichiometry of a metabolic network can be represented through the stoichiometric matrix $S$, whose generic element $s_{ij}$ is the stoichiometric coefficient of metabolite $i$ in reaction $j$ (Lee et al., 2006).
The mass balance equations at steady state for all the metabolites can then be expressed through the following expression:

$$ \mathbf{S} \cdot \mathbf{v} = \mathbf{0} $$  

(1)

where $\mathbf{v}$ is the flux vector whose elements $v_j$ represent the rate of each reaction $j$ in the network. Additional constraints can also be added in order to bind the fluxes within a certain range of values:

$$ v^L_j \leq v_j \leq v^U_j, \quad j = 1, 2, \ldots, n $$  

(2)

where $v^L_j$ and $v^U_j$ are lower and upper bounds, respectively, for fluxes $v_j$. These constraints are generally used to determine the reversibility of the reactions as well as to establish a maximum value for their flux when the corresponding $V_{\text{max}}$ has been measured experimentally, or to specify the availability of specific nutrients (F¨orster et al., 2003; Schilling et al., 2002; Varma and Palsson, 1994). The polytope defined by the set of constraints (1) and (2) is called the space of feasible solutions or, more simply, the feasible space.

The main concern in FBA is finding, within the feasible space of solutions, the flux distributions that allow the system to optimally perform a specific task (e.g. maximization of biomass production). The general formulation of an FBA problem may then be expressed as follows:

$$ \max_{\mathbf{v}} f(\mathbf{v}) $$

$$ f : \mathbb{R}^n \rightarrow \mathbb{R} $$  

s.t. (1), (2) \quad (G.F.)

where $f$ is a mathematical function, called objective function, representing the response of the system in terms of its ability to perform the task we are interested in. The aim is then to identify feasible sets of steady-state fluxes optimizing the stated cellular function represented by $f$, for a metabolic network subject to a set of mass conservation constraints such as (1) (Price et al., 2004).

The objective function $f$ is usually represented by a linear combination of flux variables $v_j$:

$$ f = \sum_{j=1}^{n} a_j v_j $$  

(3)

This, together with the linearity of constraints (1) and (2), casts the general formulation of FBA into a linear programming (LP) problem.

### 2. Alternate optimal solutions and alternate optimal patterns

FBA problems are in general strongly underdetermined. The underlying assumption of the use of a linear objective function, in fact, implies that its level sets are hyperplanes and that the level set corresponding to the optima may be parallel to one of the edges or facets of the convex polytope defined by constraints (1) and (2). Although this leads to an infinite number of optimal solutions, we are often interested in a finite subset of them, where each solution differs from the others in the set of its active reactions (or non-null vectorial components). More precisely, we are interested in finding all the different patterns of active reactions that are compatible with the criterion of optimality of an FBA problem.

This set of optimal patterns is in part identified by the so-called alternate optimal solutions, represented by the extreme points that lie at the intersection between the hyperplane of the objective function and the polytope of the feasible space (Lee et al., 2000), but is not limited to them. The optimal patterns, in fact, can also be partly derived through overpositions of different alternate optima solutions. Given the similarity of these two concepts, from now on we will refer to the set of optimal patterns as alternate optimal patterns.

#### 2.1. The principle of minimal effort

It is not a trivial task to find all the alternate optimal patterns, nor to assess which one is best at representing the real pattern of fluxes in the cell under the specific conditions considered.

Attempts in addressing these two issues have been proposed separately. The literature reports a number of algorithms for finding the extreme points of the convex polytope defined by Eqs. (1) and (2) (Matheiss and Rubin, 1980; Swart, 1985). Lee et al., in particular, proposed a recursive method for finding the alternate optimal solutions in linear programming models for metabolic networks (Lee et al., 2000). On the other hand, different ways have been proposed to find solutions representative of the system under examination (Holzhütter, 2004; de León et al., 2008; Smallbone and Simeonidis, 2009). Holzhütter (2004), in particular, suggested an approach based on the principle of “minimal effort” to infer the solution most likely to represent the true pattern of fluxes.

The algorithm presented in this paper is suitable for both these purposes, although the principle of minimal effort has been
formulated differently. Here, the set of active reactions is minimized rather than the total flux through the network (as in Holzhütter's work); hence the problem is turned into finding the minimal subnetwork with the same optimal capabilities as the whole network.

The biological rationale behind this approach can be explained as follows: given a specific cellular function to accomplish and a set of available external substrates, the cell should minimize the number of enzymes necessary to optimally perform this function.

This formulation of the principle of minimal effort turns to be particularly suitable when the cellular function to optimize is the production of biomass. There is experimental evidence that decrease in the number of active reaction steps and increase in growth rate can occur in parallel. More specifically, turning off reactions that do not contribute to growth, allows nutrients and proteins that were used in these processes to be “reallocated" and used to produce biomass (Acerenza and Graña, 2006; Cooper and Lenski, 2000; Graña and Acerenza, 2001).

A more practical reason for applying the principle of minimal effort as stated above is that the minimal optimal solution provides a concise set of reactions that can be used as a backbone for the development of kinetic models which capture the essence of the whole system, being at the same time as small as possible. This would allow researchers to build large-scale kinetic models of organisms, by providing an idea about which pathways can be reasonably neglected.

To illustrate the algorithm, two examples are presented. First, a "toy model" is used as a workbench to assess the suitability of the algorithm. Then, a simplified reconstruction of the central carbon metabolism of Escherichia coli is used to compare the results between our algorithm and the one presented by Lee et al. (2000). The detailed formulation of the algorithm is given in Section 5.

3. Results

3.1. A toy network

The "toy model" used in this first example (Fig. 1) has been conceived to easily assess the suitability of the algorithm for the aims it addresses. The network consists of 16 reactions and 10 compounds. All fluxes are bound between $-10$ and $10$ (arbitrary units), except for reaction 1 where the lower bound is set to 0 and the upper bound to 1.

The criterion of optimality is the maximization of the flux through reaction 16, which may be seen as the output of the system. By applying our algorithm, 109 alternate optimal patterns were found, with an optimum value of $v_{16} = 1$.

Some of these patterns are shown graphically in Fig. 2. It is easy to see how they can be decomposed into a linear pathway, connecting the input ($v_1$) and the output ($v_{16}$) of the system, and one or more loops of reactions. These loops are referred as infeasible cycles because they can carry a non-null flux without any communication between the system and the external environment in terms of exchange of matter (Schilling et al., 2000).

The presence of infeasible cycles is one of the major causes of degeneracy in an FBA problem. In order to prevent the optimal solutions containing any infeasible cycles, reaction thermodynamics is sometimes included in FBA by imposing additional non-linear constraints describing energy balance with the chemical potential (Beard et al., 2004). The infeasibility of these reaction loops makes them not only biophysically unachievable but also unnecessary for the optimality of the system. Consequently, in minimal optimal solutions (i.e. solutions satisfying the previous criterion of optimality and having the minimum possible number of active reactions) no infeasible cycles can be present.

In order to find these solutions, and hence their corresponding pattern of active reactions, we fixed the flux of reaction 16 at the optimal value identified previously and we run the algorithm with a new criterion of optimality: minimizing the number of non-zero fluxes. The algorithm found 8 minimal alternate optimal patterns consisting of 6 active reactions each (Fig. 3). Thanks to the simple topology and the symmetry of this network it is easy to see that a minimal solution cannot have less than 6 active reactions and that there are no minimal patterns other than the eight identified, providing evidence of the suitability of the algorithm for finding all the alternate optimal patterns of a linear optimization problem and its minimal solutions.

3.2. A model of the central carbon metabolism in E. coli

After testing the algorithm on the toy model, we applied it on a simplified reconstruction of the central carbon metabolism of E. coli (Fig. 4). This model is taken from Lee et al. (2000) in a study aimed to identify the alternatives in the carbon trafficking in mutants lacking pyruvate kinase. The model consists of 30 metabolites and 34 reactions or, in terms of the stoichiometry matrix, 30 equations (mass balances) and 34 variables. The complete set of constraints used in Lee et al. (balance equations, lower and upper bounds) is reported in the appendix. Since some of the reactions are supposed to have a constant flux (Eqs. (A17)–(A27) of the appendix) it is possible to remove them from the set of variables and deal with a reduced system consisting of 18 equations and 23 variables.

Our algorithm was run to find the alternate optimal patterns while minimizing the flux through reaction 18 (pyruvate kinase). The algorithm found 28 alternate optimal patterns versus the 9 alternate optimal solutions obtained by Lee et al. Although Lee's approach has a slightly different scope than ours (rather than finding alternate optimal patterns it finds alternate optimal solutions, which are a subset of the former), these results show an improvement in respect to similar approaches previously proposed to explore the feasible space. The complete set of optimal patterns is presented in Table 1.

We also applied our algorithm to find the minimal optimal solution(s) of the system. To do so, we fixed the flux of reaction 18 to the optimal (minimal) value found previously (this ensures the optimality of the minimal solutions we wanted to find) and we minimized, as objective function, the number of active reactions.

The algorithm found one minimal solution consisting of 27 active reactions (including the reactions with fixed flux). The solution is represented in Table 1 by the highlighted column.
4. Discussion

Even though FBA is meant in principle to provide insights on the whole range of possibilities for a metabolic network rather than identifying a specific phenotype, it is common practice to rely only on one specific solution for further studies and analysis (Ramakrishna et al., 2001; Savinell and Palsson, 1992). Sometimes different solutions are found by changing the constraints on the
flux variables in order to simulate, for example, different growth conditions (Edwards and Palsson, 2000; de León et al., 2008). This leads de facto to a different FBA problem and does not answer the question about how many alternative ways the system has to optimally achieve a specific task in a given condition specified by a fixed set of constraints.

Finding a way to explore more extensively the range of possibilities of a metabolic network and identifying a pattern of

Table 1

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 |
|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| F1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F4 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F5 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F7 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F6 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F10 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F12 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F14 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F16 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F18 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| F19 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F21 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F23 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F24 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F25 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F27 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| F28 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| F29 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 |
| F31 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| F32 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 |
| F33 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| F34 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

A reaction is labelled 1 or 0 when active or inactive, respectively. Reactions that were always active or inactive in all the solutions found have been omitted (except for reaction 18, whose value was minimized according to the criterion of optimality considered). The highlighted column is the solution with the minimum set of active reactions.

Fig. 4. Simplified metabolic map of E. coli central carbon metabolism as proposed in Lee et al. (2000).
fluxes which can reasonably represent the real trafficking of matter in the system are two of the main directions toward which the original formulation of FBA has been developed in this paper. The algorithm presented here has been conceived to address both these important issues. It represents an extension in respect to algorithms previously proposed to explore the feasible space of solutions and it can also be used to identify the minimal subnetwork(s) able to capture the essence of the whole system in terms of its ability to optimally perform a specific task.

By applying this algorithm to a toy model, we assessed its suitability to achieve these two goals. The algorithm was used firstly to enumerate the alternate optimal patterns of the system, regardless of the number of their active reactions, and secondly to identify its minimal optimal solutions (and hence the subnetworks highlighted by their patterns of active reactions). We note that this second task was performed independently from the first one and that the identification of the minimal optimal solutions can be done directly, without passing through the previous enumeration of the whole set of alternate optimal patterns. This would prove particularly useful in the case of a large and highly interconnected network, where finding all the alternate optimal patterns could be extremely time-consuming.

The requirement for an optimal (or suboptimal) solution to have the minimal set of active reactions has previously been adopted by León et al. in a recent study meant to calculate bacterial responses to different growth media (de León et al., 2008). For a given set of bounds on the exchange fluxes (defining a specific growth medium) only one solution was found. The approach we propose here has the advantage of combining the minimal effort principle, as stated in the Introduction, with an algorithm able to enumerate the alternate optimal patterns that optimizes a given cellular function under a specified set of constraints.

Merging these two features in the same algorithm provides a straightforward way to extend the results of previous studies where the focus on identifying the most “simple” solution in terms of number of active reactions was uncoupled from the problem of enumerating the different patterns in which such a solution can occur.

A second, larger network was then used to compare the results obtained through our algorithm with those presented by Lee et al. (2000). We found 28 alternate optimal patterns versus the 9 alternate optimal solutions identified in Lee’s original work, suggesting our algorithm represents an improvement upon previous approaches proposed to explore the alternatives in the trafficking of matter in metabolic networks.

The reason for this higher number of solutions (patterns) lies in the slightly different scope of the two approaches. Here, we are looking for different flux distributions in terms of active reactions, regardless of the specific value of the non-zero fluxes. In Lee’s work, the focus was on finding solutions that were identified by both a specific pattern of active reactions and unique values of their fluxes, thus limiting the solutions found to a subset of all the possible alternate optimal patterns.

Further improvements in our approach may be achieved by taking into account the thermodynamics of the system. Currently, the only aspect related to thermodynamic properties is introduced through the upper and lower bounds of the flux variables. Setting one of these bounds to zero, in fact, provides the corresponding reaction with a preferential directionality. Our approach could benefit from considering the thermodynamics of the whole optimal solutions. Following a method proposed by Holzhütter (2004), a possible way to do that is by using the equilibrium constants of all the enzymatic steps to weight the fluxes through their corresponding reactions and hence assign an energy cost to the whole solution. This cost would then be used to rank the different solutions by assessing to what extent they are thermodynamically favourable. Although our algorithm is conceived to find alternate optimal patterns, which are not necessarily identified by unique sets of fluxes (unless they corresponds to alternate optimal solutions), the implementation of this method does not require any major change to our original algorithm and would provide it with a second criterion to assess the suitability of the solutions in representing the real metabolic phenotype.

5. Methods

The central idea of the algorithm proposed in this paper consists in introducing for each flux $v_j$ a binary variable $w_j^0$ which flags the corresponding reaction as active or inactive:

$$w_j^0 = 1 \Rightarrow v_j = 0$$

(4)

In order to make this flagging mechanism work, the general FBA formulation set out in the Introduction (model G.F.) was enriched with a new set of constraints. In particular,

- Every flux variable $v_j$ was split into three different variables: $v_j^0$, $v_j^-$ and $v_j^+$.

$$v_j = v_j^0 + v_j^- + v_j^+$$

(5a)

These new variables are meant to carry, respectively, the “almost null”, negative and positive part of the flux. If flux $v_j$ is positive, for example, then $v_j^- = v_j^0 = 0$ and $v_j = v_j^+ > 0$ (similarly when the flux is negative). If the flux is “reasonably” close to zero to be considered null (i.e. its value is smaller than a given threshold $\epsilon$), then we have $v_j^- = v_j^0 = 0$ and $v_j = v_j^+ = 0$.

- For each flux $v_j$ three binary variables, $w_j^0$, $w_j^-$ and $w_j^+$, were further introduced in the model. These variables are subject to the following constraint:

$$w_j^0 + w_j^- + w_j^+ = 1$$

(5b)

so that only one of them can be non-zero (i.e. 1) at the same time. The introduction of these binary variables recast the FBA problem into a mixed integer linear programming (MILP) problem.

- Binary variables $w_j^0$, $w_j^-$ and $w_j^+$ were coupled respectively with the previously introduced continuous variables $v_j^0$, $v_j^-$ and $v_j^+$ through the following constraints:

$$v_j^0(1 - w_j^0) \leq v_j \leq v_j^0(1 - w_j^0)$$

(5c)

$$-aw_j^0 < v_j - w_j^0 < aw_j^0$$

(5d)

$$v_j^0 w_j^- \leq v_j^- \leq aw_j^-$$

(5e)

$$aw_j^- \leq v_j^- \leq w_j^- v_j^0$$

(5f)

where $\epsilon$, as mentioned above, is a very small number used as the tolerance for considering a flux as zero or non-zero (a flux is considered zero when $|v_j| < \epsilon$).

Constraint (5c) implements the forward implication of Eq. (4), i.e. when $w_j^0$ equals 1 the corresponding flux $v_j$ is forced to zero.

On the other hand, the backward implication is assured by the constraints (5d–f) and (5b). It is easy to prove this statement using a reductio ad absurdum argument. If the flux $v_j$ was zero (i.e. $|v_j| < \epsilon$) with $w_j^0 = 0$, then either $w_j^- = 1$ or $w_j^+ = 1$ (Eq. (5b)). Let us assume $w_j^- = 1$ (this would not make our argument lose in
generality). In this case, \( w_j^0 = w_j^- = 0 \) (Eq. 5b), and consequently \( v_i^0 = v_j^- = 0 \) (Eqs. 5d and 5e). This implies that \( v_i = v_j^+ \geq \varepsilon \) (Eqs. (5a) and (5f)) contradicting the assumption that \( v_j \) equals zero. Thus backward implication is assured.

The new formulation of the FBA problem can then be written as follows:

\[
\max f(v) : R^n \rightarrow R\text{s.t.} (1), (5a-f) \tag{N.F.1}
\]

The tolerance value \( \varepsilon \) used as a threshold to discriminate between zero and non-zero fluxes was set to \( 10^{-6} \). Model N.F.1 was formulated in general algebraic modelling system (GAMS)\(^n\) and solved using the CPLEX solver.

5.1. Alternate optimal patterns

In order to find alternate optimal patterns, the model N.F.1 was run iteratively. At each iteration, a new constraint (an integer cut) was added to “cut away” from the feasible space solutions already found in previous iterations. Specifically, at iteration \( K \) the following set of integer cuts have been added to the system:

\[
\sum_{j \in \mathbb{Z}} w_j^0 - \sum_{j \in \mathbb{Z}} w_j^0 \leq |\mathbb{Z}| - 1, k = 1, 2, \ldots, K - 1 \tag{6}
\]

where \( \mathbb{Z} \) is the set of indexes corresponding to the null fluxes (i.e. inactive reactions) at iteration \( k ), |\mathbb{Z}| \) denotes its cardinality and \( \mathbb{Z}^c \) is the complement of \( \mathbb{Z} \) over the whole index set.

More specifically, the algorithm used to find alternate optimal patterns can be described as follows:

Step 1:

(a) In the first iteration (\( K = 1 \)), model G.F. is solved. The objective function is chosen according to the optimal criterion we want to use.

(b) Set \( \mathbb{Z}^2 (k = 1) \) is defined.

Step \( K \), for \( K \geq 2 \):

(a) Model N.F.1 is solved.

(b) Set \( \mathbb{Z}^2 \) is defined.

(c) If the optimal value of the objective function is not smaller than the value found in the previous iteration the algorithm repeats step \( K \), otherwise it stops.

5.2. Finding the minimal subnetworks

To find the minimal subnetwork(s) with the same optimal capability of the whole system, an optimization was performed using the following formulation:

\[
\max \sum w_j^0 \tag{N.F.2}
\]

s.t. (5a-f)

The only difference between N.F.2 and N.F.1 consists in the objective function, here defined as \( f = \sum w_j^0 \), i.e. the objective is to maximize the number of reactions with a zero flux. Maximizing \( f \) forces the solution(s) to have the minimal number of active fluxes.

To assure the optimality of the minimal solution(s) found through N.F.2, the general FBA formulation (model G.F.) was first run, in order to find the optimal value of the flux we wanted to optimise; subsequently the flux optimized through G.F. was fixed to the optimal value identified and model N.F.2 was then solved to find the minimal solution(s). As before, model N.F.2 was formulated in GAMS and solved using the CPLEX solver.
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Appendix

Set of balance equations defining the system represented in Fig. 4:

\[
\begin{align*}
1. & r_1 - r_2 - r_3 - r_10 = 0 \tag{A.1} \\
2. & r_{10} - r_{12} - r_{11} + r_7 + r_6 = 0 \tag{A.2} \\
3. & r_{14} - r_{15} - r_{16} = 0 \tag{A.3} \\
4. & -r_1 + r_{16} - r_{18} - r_{17} - r_{31} = 0 \tag{A.4} \\
5. & r_1 + r_{18} - r_{21} - r_{19} - r_{20} + r_{32} = 0 \tag{A.5} \\
6. & -r_{31} - r_{24} + r_{30} - r_{33} = 0 \tag{A.6} \\
7. & r_{21} - r_{24} - r_{23} - r_{22} = 0 \tag{A.7} \\
8. & r_{24} - r_{25} = 0 \tag{A.8} \\
9. & r_{25} - r_{27} - r_{26} = 0 \tag{A.9} \\
10. & -r_{29} + r_{27} - r_{28} = 0 \tag{A.10} \\
11. & r_2 - r_4 - r_5 = 0 \tag{A.11} \\
12. & -r_7 + r_4 - r_6 = 0 \tag{A.12} \\
13. & -r_7 - r_8 + r_5 = 0 \tag{A.13} \\
14. & r_7 - r_8 - r_9 = 0 \tag{A.14} \\
15. & 2r_{12} + r_9 - r_{14} - r_{13} = 0 \tag{A.15} \\
16. & r_{29} - r_{33} - r_{32} = 0 \tag{A.16} \\
17. & 2.5r_3 = 0.205 \tag{A.17} \\
18. & 2.5r_{11} = 0.0709 \tag{A.18} \\
19. & 2.5r_{13} = 0.129 \tag{A.19} \\
20. & 2.5r_{15} = 1.493 \tag{A.20} \\
21. & 2.5r_{17} = 0.7191 \tag{A.21} \\
22. & 2.5r_{6} = 0.897 \tag{A.22} \\
23. & 2.5r_{9} = 0.361 \tag{A.23} \\
24. & 2.5r_{20} = 2.833 \tag{A.24} \\
25. & 2.5r_{22} = 2.928 \tag{A.25} \\
26. & 2.5r_{26} = 1.078 \tag{A.26} \\
27. & 2.5r_{30} = 1.786 \tag{A.27} \\
28. & 2r_2 + r_{25} + r_{32} = 7.2 \tag{A.28}
\end{align*}
\]
\[
\begin{align*}
K_1 & = 18/C_0 \quad (21) \\
K_2 & = 27/C_0 \quad (22) \\
K_3 & = 33/C_0 \quad (23) \\
K_4 & = 27/C_0 \quad (24) \\
K_5 & = 23/C_0 \quad (25) \\
K_6 & = 18/C_0 \quad (26) \\
K_7 & = 12/C_0 \quad (27) \\
K_8 & = 9/C_0 \quad (28) \\
K_9 & = 3/C_0 \quad (29)
\end{align*}
\]
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